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DATA TRANSPORT SYSTEM AND CONTROL
METHOD OF DATA TRANSPORT SYSTEM

CLAIM OF PRIORITY

The present application claims priority from Japanese
patent application JP 2011-159863 filed on Jul. 21, 2011, the
content of which is hereby incorporated by reference into this
application.

BACKGROUND OF THE INVENTION

This invention relates to a technology for establishing a
logical path between communication devices.

Telecommunication carriers that use a connection-oriented
communication protocol to build a transport network are
known. Examples of communication protocols for building a
transport network include Multiprotocol Label Switching-
Transport Profile (MPLS-TP), Provider Backbone Bridges
(PBB), and Asynchronous Transfer Mode (ATM). With these
communication protocols, an end-to-end logical path can be
built to provide a highly confidential logical path. These
communication protocols also have an Operation, Adminis-
tration and Maintenance (OAM) function for monitoring the
logical path for the presence or absence of a failure, and an
Automatic Protection Switching (APS) function for auto-
matically switching the logical path if a failure occurs in the
logical path, which means that a highly reliable logical path
can be built.

On the other hand, many ISPs and corporate users (here-
inafter, referred to as transport network users) use routers,
which are devices for transmitting and receiving data in
accordance with the IP, to build a communication network.
Routers exchange routing protocols with each other, to
thereby autonomously collect a connection relation between
the routers in the IP layer and generate routing information.
The routing information is generated by all routers that are on
the same communication network, and the routers all hold the
same routing information. Each of the routers transmits and
receives communication data along generated logical paths.

A transport network user rents a transport network from a
telecommunication carrier and uses routers owned by the
transport network user to connect bases with one another.
FIG. 20 is a diagram illustrating an example of a conventional
transport network provided by a telecommunication carrier
and connection relations that are formed to connect bases of
a transport network user to one another.

A transport network 3 of the telecommunication carrier is
constituted of a plurality of transport nodes 1 (1-1to 1-z (n is
4 in the example of FIG. 20)). The transport nodes 1-1 to 1-»
have interface cards (IFs) 2 (2-1 to 2-r) for connecting to
routers. A logical path 7 between two of the transport nodes
1-1 to 1-» is set fixedly to these two transport nodes by a
transport network logical path management server 4. Infor-
mation on a logical path between two of the transport nodes
1-1to 1-nis saved in a transport network logical path database
(DB) 5, which is kept by the transport network logical path
management server 4. In other words, the transport network
logical path management server 4 can keep track of the state
of every logical path 7 in the transport network.

The logical path 7 between two of the transport nodes 1-1
to 1-n is a logical connection and may not match the physical
connection in some cases.

Bases 10 (10-1 to 10-») of the transport network user
include routers 11 (11-1 to 11-z), which connect to the trans-
port nodes 1-1 to 1-z, and include communication terminals
12 (12-1to 12-m). For example, the base 10-1 of the transport
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network user includes the router 11-1, which connects to the
transport node 1-1, and includes the communication termi-
nals 12-1 and 12-2. The communication terminals 12-1 to
12-m are, for example, routers, personal computers, or similar
information devices for connecting to other communication
networks.

In a mode where the routers 11-1 to 11-» and the transport
nodes 1-1 to 1-» are connected in this manner, when the
transport node 1-x (1=x=n) receives through the interface 2-x
an IP packet and a routing packet that are transmitted from the
router 11-x, the interface 2-x determines, based on the address
for a protocol of a layer below the IP layer (for example, a
Mandatory Access Control (MAC) address), which of logical
paths 7 (7-1 to 7-/) in the transport network to use for the
transfer of the packets. The packets for which the interface 2-x
has determined a logical path are processed also in the inter-
face 2-x into a data transfer mode of the transport network,
and then are transferred to the transport node 1-y (1=y=n,
y=X), which is connected to the objective router 1-y.

Japanese Patent Application Laid-open No. 2010-246138,
Japanese Patent No. 3910200, and Japanese Patent Applica-
tion Laid-open No. 2000-183919 can be given as the related
art in which routers are connected to one another via a trans-
port network.

FIG. 21 illustrates connection modes of the IP layer and the
transport layer in which routers are connected to one another
referring to Japanese Patent Application Laid-open No. 2010-
246138 and Japanese Patent No. 3910200. [llustrated in FIG.
21 are connection modes of a transport layer 6 and of an IP
layer 13. The communication terminals 12-1 to 12-m con-
nected to the routers 11-1 to 11-» are omitted from FIG. 21 for
simplification, as well as the transport network logical path
management server 4, a transport network logical path DB 5,
and the IFs 2-1 to 2-n.

The logical paths 7-1 to 7-/ of the transport layer 6 are set
by the transport network logical path management server 4,
and all logical path relations are saved in the transport net-
work logical path DB 5.

The connection relations in the IP layer 13 are generated
autonomously by the routers 11-1 to 11-» by exchanging
routing protocols among the routers 11-1 to 11-z. Setting the
logical paths 7-1 to 7-/ in the transport layer 6 which consti-
tute a full-mesh topology connecting the routers to one
another puts all routers that are connected to the transport
network 3 in an adjacency relation. Router-to-router logical
paths 14 (14-1 to 14-/) managed by each router accordingly
constitute a full-mesh topology that connects the routers 11-1
to 11-# to one another as illustrated in solid lines in FIG. 21.

Information on the logical paths 14-1 to 14-/ of the IP layer
13 is held by all the routers. An increase in the number of
routers connected to the transport network 3 therefore means
an exponential increase in the amount of routing information
held by each router. Another problem arises when, for
example, a path failure occurs between the transport node 1-2
and the transport node 1-3, resulting in the loss of a path that
directly connects the router 11-2 and the router 11-3, and the
router 11-2 and the router 11-3 recalculate a path to set a new
route. The router 11-2 and the router 11-3 transfer a routing
protocol that prompts recalculation of logical paths to all the
rest of routers, including ones whose communication is not
affected by this failure, for example, the router 11-1 and the
router 11-4, and the routers respectively execute recalculation
of routing information.

SUMMARY OF THE INVENTION

Because each router thus shares routing information of all
routers that are in an adjacency relation with the router, an
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increase in the number of connected routers increases the
amount of routing information and the load of path calcula-
tion on each router as well. Router venders therefore, in
general, recommend keeping the number of routers that are
installed in the same routing area around fifty. This means that
alarge-scale router communication network using a transport
network cannot be built with the conventional method.

In the case of a technology described in Japanese Patent
Application Laid-open No. 2000-183919, transport nodes are
equipped with a routing processing function to terminate a
routing protocol received from a router. An IF card of a
transport node uses a routing protocol to check the connection
configuration in the transport network and notifies other
transport nodes of the fact that a router has been connected.
This makes the number of neighbor routers seem small to the
router connected to the transport node and accordingly less-
ens the load on the router. However, the exchange of routing
protocols between the transport nodes increases the control
load on the transport nodes. A large-scale transport network
therefore cannot be built.

It is an object of this invention to provide a data transport
system capable of building a highly scalable transport net-
work by reducing the load of calculating a path between
communication devices that connect to transport nodes.

An exemplary embodiment of this invention is a data trans-
port system including a plurality of transport nodes which are
constituents of a transport network, a plurality of communi-
cation devices which communicate via the transport network,
a transport network logical path management server for set-
ting logical paths between the plurality of transport nodes
within the transport network, a logical path database for sav-
ing information about the logical paths between the plurality
of transport nodes set by the transport network logical path
management server, and a logical path control server for
establishing logical paths between the plurality of communi-
cation devices via the transport network. In a case where a
first communication device is newly connected with a first
transport node of the plurality of transport nodes, the first
communication device transmits control data to the logical
path control server via the first transport node. The logical
path control server obtains information about a connection
relation between the first communication device and the first
transport node from the control data, and establishes a logical
path between the first communication device and a second
communication device of the plurality of communication
devices based on the obtained information about the connec-
tion relation and on the information about the logical paths
between the plurality of transport nodes saved in the logical
path database.

According to an exemplary embodiment of this invention,
the path calculation load on communication devices is less-
ened, and a communication network using a highly scalable
transport network can thus be provided.

The above and other objects, features and advantages of the
present invention will become more fully understood from
the detailed description given hereinbelow and the accompa-
nying drawings which are given by way of illustration only,
and thus are not to be considered as limiting the present
invention.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG.1is adiagram illustrating an example in which routers
owned by a transport network user are connected to a data
transport system according to a first embodiment of this
invention.

10

15

20

25

30

35

40

45

50

55

60

65

4

FIG. 2 is adiagram illustrating connection relations that are
formed in the transport layer and the IP layer when routers are
connected to the data transport system according to the first
embodiment.

FIG. 3 is a diagram illustrating a connection relation of
each router with a virtual router and another-area IP network.

FIG. 4 is a diagram illustrating the configuration of a trans-
port node in which an IP-IF card is mounted according to the
first embodiment.

FIG. 5 is a diagram illustrating an example of a routing
information table.

FIG. 6 is a diagram illustrating an example of the contents
of a transport network logical path DB which is kept by a
transport network logical path management server.

FIG. 7 is a diagram illustrating an example of a neighbor IP
router DB which is kept by a virtual router control server.

FIG. 8 is adiagram illustrating a setting sequence that takes
place when a router is connected to a transport node.

FIG. 9 is a flow chart illustrating the specifics of path
calculation processing which is executed by the virtual router
control server.

FIG. 10A is a diagram illustrating an example of how the
transport network logical path database, the neighbor IP
router database, and the routing information table look before
the router is connected.

FIG. 10B is a diagram illustrating an example of how the
transport network logical path database, the neighbor IP
router database, and the routing information table look after
the router is connected.

FIG. 11 is a diagram illustrating a processing sequence for
dealing with a failure that occurs between the transport nodes
of'a transport network, and the resultant connection relations
of the transport network.

FIG. 12A is a diagram illustrating an example of how the
transport network logical path database, the neighbor IP
router database, and the routing information table look before
the transport network failure occurs.

FIG. 12B is a diagram illustrating an example of how the
transport network logical path database, the neighbor IP
router database, and the routing information table look after
the transport network failure occurs.

FIG. 13 is a diagram illustrating a processing sequence for
dealing with a failure that occurs between the transport node
20-2 and the router 11-2, and the resultant connection rela-
tions of the transport network.

FIG. 14A is a diagram illustrating an example of how the
transport network logical path database, the neighbor IP
router database, and the routing information table look before
the failure between the transport node and the router occurs.

FIG. 14B is a diagram illustrating an example of how the
transport network logical path database, the neighbor IP
router database, and the routing information table look after
the failure between the transport node and the router occurs.

FIG. 15 is a diagram illustrating a processing sequence for
dealing with a failure in the virtual router control server, or a
failure that occurs in a transmission path between one trans-
port node and the virtual router control server.

FIG. 16 is a diagram illustrating an example of the contents
of'an entry in a routing information table of a transport node
according to a second embodiment of this invention.

FIG. 17 is a diagram illustrating a processing sequence for
dealing with a failure that occurs between transport nodes of
atransport network in a data transport system according to the
second embodiment, and the resultant connection relations of
the transport network.
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FIG. 18 is a diagram illustrating physical connections of a
data transport system according to a third embodiment of this
invention.

FIG. 19 is a diagram illustrating the configuration of a
router in which an IP-IF card is mounted according to the
third embodiment.

FIG. 20 is a diagram illustrating an example of a related
transport network provided by a telecommunication carrier
and connection relations that are formed to connect bases of
a transport network user to one another.

FIG. 21 is a diagram illustrating related connection modes
of the transport layer and of the IP layer.

DETAILED DESCRIPTION OF THE PREFERRED
EMBODIMENTS

Embodiments of this invention are described below with
reference to the drawings. The following description takes as
an example the case where MPLS-TP is used as the commu-
nication protocol of a transport network, but the same effect is
obtained irrespective of which communication protocol is
used in the transport network. It also should be noted that,
while the following description takes as an example Open
Shortest Path First (OSPF) as the routing protocol used by
routers, the same eftect is obtained with other routing proto-
cols that operate in a similar manner.

First Embodiment

FIG.1is adiagram illustrating an example in which routers
owned by a transport network user are connected to a data
transport system according to a first embodiment of this
invention.

Inthe data transport system of FIG. 1, a telecommunication
carrier provides a transport network 22 and the transport
network user rents logical paths 7 of the transport network 22
from the telecommunication carrier. Four sites of the trans-
port network user which are geographically distant from one
another and which are denoted by 10-1 to 10-4 (bases 10-1 to
10-z, n is 4 in FIG. 1) are connected to one another via the
transport network 22 of the telecommunication carrier.

The bases 10-1 to 10-n of the transport network user
include routers (communication devices) 11 (11-1 to 11-n),
which connect to the transport nodes 20 (20-1 to 20-z), and
include communication terminals 12 (12-1 to 12-m). The
communication terminals 12-1 to 12-m are, for example,
routers, personal computers, or similar information devices
for connecting to other communication networks.

A network address is set to each of the bases of the transport
network user. Usually, a network address is expressed in
prefix notation, such as 192.168.1.0/24 in IPv4. Here, the
network addresses of the respective bases are simplified as
AA, BB, CC, and DD.

The operation of the routers is described briefly. The rout-
ers use a routing protocol to exchange with one another the
network addresses of their own bases and the network
addresses of other router networks connected to their own
bases (these are called routing information), and to thereby
autonomously learn what router networks are present around
themselves. The routers also generate a routing table from the
routing information learned through the exchange of routing
packets.

The routing table holds a network address, a next hop
address, which is the IP address of a neighbor router, an IF
number at which the neighbor router having the next hop
address is connected, and the like. When one of the routers
receives an IP packet, the router executes a cross-reference

10

15

20

25

30

35

40

45

50

55

60

65

6

search for a network address in the routing table and the
destination IP address, and transfers the IP packet to a neigh-
bor router that is associated with a network address closest to
the destination IP address.

The data transport system of the telecommunication carrier
includes the transport nodes 20 (20-1 to 20-z), a transport
network logical path management server 4, and a virtual
router control server (logical path control server) 24. The
transport network 22 is built from the plurality of transport
nodes 20-1 to 20-z. The transport network logical path man-
agement server 4 and the virtual router control server 24 are
separate servers in FI1G. 1, but the same effect is obtained also
when the functions of these servers are implemented in a
single server.

The transport nodes 20-1 to 20-z which constitute the
transport network 22 hold IP-IF cards 21 (21-1 to 21-») for
connecting to the routers, intermediate [Fs (not shown) for
connecting the transport nodes to one another, and control IFs
(not shown) for connecting to the transport network logical
path management server 4 and to the virtual router control
server 24.

MPLS-TP which is being standardized by the Internet
Engineering Task Force (IETF) is used as the communication
protocol of the transport network 22. MPLS-TP has a feature
of'turning data received from a neighbor node that connects to
the receiver transport network into an MPLS frame format in
which data is encapsulated with the use of an MPLS label and,
within the transport network, transferring the MPLS frame to
the destination transport node based on the MPLS label used
in the encapsulation.

The transport network logical path management server 4
sets the logical paths 7, which are each a point-to-point path
between two of the transport nodes 20-1 to 20-», in the respec-
tive transport nodes 20-1 to 20-z. Information on all of the
logical paths 7 between the transport nodes 20-1 to 20-»
within the transport network 22 is stored in a transport net-
work logical path database (DB) 5, which is kept by the
transport network logical path management server 4. The
transport network logical path management server 4 can
therefore keep track of the state of every logical path 7 in the
transport network. The logical paths 7 between the transport
nodes 20-1 to 20-» are logical connections and may not match
physical connections.

In the example of FIG. 1, a transmission LSP 10 and a
reception LSP 100 are set between the transport node 20-1
and the transport node 20-2, a transmission LLSP 20 and a
reception LSP 200 are set between the transport node 20-1
and the transport node 20-3, and a transmission L.SP 30 and a
reception LSP 300 are set between the transport node 20-1
and the transport node 20-4.

The virtual router control server 24 receives via the trans-
port nodes 20-1 to 20-z routing packets transmitted by the
routers of the transport network user toward the transport
network 22, and analyzes the routing packets. When it is
found as a result of the analysis that a received routing packet
is transmitted from one of the routers to advertise a network
address, the virtual router control server 24 collects the net-
work address from the packet. The virtual router control
server 24 also obtains from the transport network logical path
DB 5 the connection relations of the transport node 20-x
(1=x=n) which is the recipient of the routing packet with the
rest of the transport nodes 20-1 to 20-z, and sets the relation
of'the collected network address with the logical paths 7 in the
IP-IF cards 21-1 to 21- of the respective transport nodes 20-1
to 20-n.

FIG. 4 is a diagram illustrating the configuration of each of
the transport nodes 20 in which the IP-IF cards 21 are
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mounted according to the first embodiment. The transport
node 20 includes at least one controller unit 33, a switch (SW)
unit 32, at least one relay interface (IF) card 34, and at least
one IP-IF card 21. The controller unit 33, the SW unit 32, the
relay IF card 34, and the IP-IF card 21 are connected to one
another. In the drawing, the solid arrows indicate the flow of
main signals and the dashed arrows indicate the flow of con-
trol signals.

The controller unit 33 includes a control IF 35 for connect-
ing to the transport network logical path management server
4 and the virtual router control server 24. The controller unit
33 sets settings information received from the transport net-
work logical path management server 4 and the virtual router
control server 24 in the SW unit 32, the relay IF card 34, and
the IP-IF card 21. The controller unit 33 also has a function of
transferring to the virtual router control server 24 a routing
packet that has been transferred from the IP-IF card 21.

The SW unit 32 analyzes MPLS frames received from the
respective IF cards to identify the transfer destination of
received data, and hands over the data to a suitable one of the
relay IF card 34 and the IP-IF card 21. The relay IF card 34 is
an interface for connecting to other transport nodes 20 that
constitute the transport network 22. The relay IF card 34 can
be a known relay IF card. A detailed description on the relay
IF card 34 is therefore omitted, except that the relay IF card 34
includes, among others, transmission/reception circuits for
transmitting/receiving data between the SW unit 32 and the
transport network 22, and a card control unit having a func-
tion of communicating to/from the controller unit 33.

The IP-IF card 21 includes a card control unit 49, a recep-
tion circuit 41, a Layer 2 (L2) reception processing unit 42, a
packet analyzing/sorting unit 43, an MPLS-TP encapsulation
unit 44, a routing information table 45, a scheduler 46, an SW
transmission circuit 47, an MPLS-TP OAM processing unit
48 (hereinafter, referred to as OAM processing unit 48), an
SW reception circuit 51, a frame analyzing/sorting unit 52, an
MPLS-TP termination unit 533, a scheduler 54, an L2 trans-
mission processing unit 55, a transmission circuit 56, a Hello
processing unit 57, and a routing protocol processing unit 58.

The card control unit 49 connects to the controller unit 33,
and has a function of setting in the components of the IP-IF
card 21 settings information notified from the controller unit
33, and a function of reading information that is set in the
components of the IP-IF card 21 to notify the read informa-
tion to the controller unit 33. The card control unit 49 also has
afunction ofrelaying to the controller unit 33 a routing packet
that has been transferred from the packet analyzing/sorting
unit 43, and a function of transferring to the routing protocol
processing unit 58 a routing packet that has been transferred
from the controller unit 33.

The reception circuit 41 receives data from a neighbor
router.

The L2 reception processing unit 42 terminates a protocol
of the data link layer of the Open Systems Interconnection
(OSI) Reference Model which connects a neighbor router to
the transport node. When the data link layer protocol is, for
example, Ethernet (trademark), the 1.2 reception processing
unit 42 executes processing of terminating an Ethernet frame.
The L2 reception processing unit 42 also learns the sender
MAC address of a received Ethernet frame and shares the
information with the [.2 transmission processing unit 55.

The packet analyzing/sorting unit 43 analyzes data
received from the L2 reception processing unit 42 to sort the
data into routing packets and data packets. When the received
data is a data packet, the packet analyzing/sorting unit 43
transfers the received data to the MPLS-TP encapsulation
unit 44. When the received data is a routing packet, the packet
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analyzing/sorting unit 43 identifies the type of the routing
packet. In the case where the routing packet is a Hello packet
for detecting a neighbor router and checking connection to
the neighbor router, the packet analyzing/sorting unit 43
transfers the Hello packet to the Hello processing unit 57. In
the case where the routing packet is a Link State Request
(LSR) packet for requesting a neighbor router to provide
routing information, the packet analyzing/sorting unit 43
transfers the LSR packet to the routing protocol processing
unit 58 and the card control unit 49. In the case where other
types of routing packets are received, the packet analyzing/
sorting unit 43 transfers the received routing packets to the
card control unit 49.

The MPLS-TP encapsulation unit 44 obtains the destina-
tion IP address of a data packet, and performs longest match-
ing against network addresses in the routing information table
45 to obtain the value of a transmission Label Switching Path
(LSP) 62 as a logical path along which the data packet is to be
transferred. The MPLS-TP encapsulation unit 44 further gen-
erates an MPLS label from the obtained L.SP, encapsulates the
data packet in the MPLS-TP format, and transfers the data
packet to the scheduler 46.

The routing information table 45 is described with refer-
ence to FIG. 5. FIG. 5 is a diagram illustrating an example of
the routing information table 45. The routing information
table 45 includes in each entry a network address 61, the
transmission LSP 62, a reception LSP 63, and an L.SP state
64. A value given from the virtual router control server 24 is
set as the network address 61. Values given from the transport
network logical path management server 4 are set as the
transmission LSP 62 and the reception LSP 63. The state of an
LSP which is a logical path within the transport network is set
as the LSP state 64 by the OAM processing unit 48. The
routing information table 45 is referred to by the MPLS-TP
encapsulation unit 44, the OAM processing unit 48, the rout-
ing protocol unit 58, and the card control unit 49.

The scheduler 46 arbitrates between MPLS frame outputs
from the MPLS-TP encapsulation unit 44 and the OAM pro-
cessing unit 48. The scheduler 46 transfers a received MPLS
frame to the SW transmission circuit 47.

The SW transmission circuit 47 transfers to the SW unit 32
an MPLS frame received from the scheduler 46.

The OAM processing unit 48 has a continuity check func-
tion for monitoring the normality of LSPs set in the routing
information table 45, an access link monitoring function for
monitoring a link that connects to a router for a failure, and a
transport network failure detecting function for detecting a
failure in the transport network.

The continuity check function of the OAM processing unit
48 is implemented by generating/terminating a continuity
check (CC) frame. The OAM processing unit 48 refers to the
routing information table 45 to generate/transmit a CC frame
in fixed cycles for each transmission LSP 62 registered. The
OAM processing unit 48 also monitors each reception LSP 63
registered to see whether a CC frame is received in fixed
cycles. The received CC frame is transferred from the packet
analyzing/sorting unit 52. In the case where one reception
LSP 63 stops receiving CC frames for a given period of time,
the OAM processing unit 48 determines that some kind of
failure has occurred in the LSP that has stopped receiving CC
frames, and registers a loss of CC (LOC) detection state as the
LSP state 64 in an entry of the routing information table 45 for
this reception LSP. A condition required of this L.SP to be
deemed recovered from the LOC detection state is a contin-
ued reception of CC frames in the L.SP for a given period of
time.
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The access link monitoring function of the OAM process-
ing unit 48 generates/inserts a Client Signal Fail (CSF) frame
in the relevant transmission LSP 62 set in the routing infor-
mation table 45 when the reception circuit 41 detects the
disconnection of a physical connection to the router at the
opposite end of the link, or when the Hello processing unit 57
detects that the reception of Hello packets from the router at
the opposite end has ceased for a given period of time. This
enables the transport node at the opposite end of the trans-
mission LSP to detect that a failure has occurred in the access
link to the router.

The access link monitoring function also has a function of
terminating a CSF frame received from a logical path that is
associated with the relevant reception LSP 63 set in the rout-
ing information table 45. The OAM processing unit 48 reg-
isters a CSF detection state as the LSP state 64 in an entry of
the routing information table 45 for the reception LSP where
the CSF frame has been received. An access link failure in the
transport node at the opposite end of the reception LSP can
thus be detected. A condition required of this LSP to be
deemed recovered from the CSF detection state is a continued
cessation of CSF frame reception in the LSP for a given
period of time. When the LSP recovers from the CSF detec-
tion state, the OAM processing unit 48 deletes the CSF detec-
tion state registered as the LSP state 64 of the LSP from the
routing information table 45.

The transport network failure detecting function of the
OAM processing unit 48 has a function of detecting some
kind of failure in other transport nodes that constitute the
transport network and terminating forward defect indication
(Alarm Indication Signal (AIS) and Link Down Indication
(LDI)) frames for notifying the failure to LSPs that will
undergo a communication failure due to the detected failure.
The OAM processing unit 48 registers an AIS detection state
or an LDI detection state as the LSP state 64 in an entry of the
routing information table 45 for an L.SP where the AIS frame
orthe LDI frame has been received. This enables the transport
node 20 in question to detect a communication failure in the
LSP due to a failure that has occurred in one of the other
transport nodes 20 constituting the transport network 22. A
condition required of this L.SP to be deemed recovered from
the AIS detection state or the LDI detection state is a contin-
ued cessation of AIS/L.DI frame reception in the LSP for a
given period of time. When the LSP recovers from the AIS/
LDI detection state, the OAM processing unit 48 deletes the
AIS/LDI detection state registered as the LSP state 64 of the
LSP from the routing information table 45.

The SW reception circuit 51 receives frames from the SW
unit 32 and transfers the frames to the frame analyzing/sort-
ing unit 52.

The frame analyzing/sorting unit 52 analyzes received
MPLS frames to sort the frames into data frames and MPLS-
TP OAM frames. The frame analyzing/sorting unit 52 trans-
fers a data frame to the MPLS-TP termination unit 53 and
transfers an MPLS-TP OAM frame to the OAM processing
unit 48.

The MPLS-TP termination unit 53 decapsulates an MPLS-
TP header from a received MPLS frame, extracts an IP
packet, and transfers the received packet to the scheduler 54.

The scheduler 54 arbitrates among IP packet outputs from
the Hello processing unit 57, the routing protocol processing
unit 58, and the MPLS-TP termination unit 53. The scheduler
54 transfers a received IP packet to the [.2 transmission pro-
cessing unit 55.

The L2 transmission processing unit 55 receives an [P
packet from the scheduler 54, generates an MAC header from
an MAC address about which the L2 transmission processing
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unit 55 shares information with the [.2 reception processing
unit 42, and transfers the received IP packet to the transmis-
sion circuit 56 after attaching the MAC header to the IP
packet.

The transmission circuit 56 transmits an IP packet received
from the L2 transmission processing unit 55 to the router 11.

The Hello processing unit 57 exchanges Hello packets with
the router 11 that is connected directly to its own IP-IF card 21
to monitor the normality of communication to/from this
router 11. When detecting that a router has been connected to
the IP-IF card 21, the Hello processing unit 57 cyclically
generates a Hello packet and transmits the Hello packet to the
scheduler 54. The Hello processing unit 57 also monitors
whether the IP-IF card 21 is receiving a Hello packet cycli-
cally. When detecting that Hello packets have not been
received, the Hello processing unit 57 determines that some
kind of failure has occurred between the IP-IF card 21 and the
router 11 directly connected to the IP-IF card 21, and issues a
CSF generation instruction to the OAM processing unit 48.
When the reception of Hello packets from the router 11 is
resumed, the Hello processing unit 57 cancels the CSF gen-
eration instruction given to the OAM processing unit 48.

The routing protocol processing unit 58 has a function of
performing processing of inserting a routing packet that is
transferred from the virtual router control server 24, an LSR
packet termination processing function, and a function of
generating and inserting a Type 3 summary-L.SA of a Link
State Advertisement (LSA) packet for notitying routing infor-
mation with an update of the routing information table 45 or
LSR termination as a trigger.

Described next with reference to FIGS. 1, 5, and 6 is a
procedure in which the transport network logical path man-
agement server 4 sets an LSP which is a logical path between
two of the transport nodes 20-1 to 20-7.

FIG. 6 is a diagram illustrating an example of the contents
of the transport network logical path DB 5, which is kept by
the transport network logical path management server 4. Each
entry of the transport network logical path DB 5 is constituted
of'values of a path source transport node ID 71 of a transport
node that is the start point of a logical path, a path terminate
transport node ID 72 of a transport node that is the end point
of'the logical path, and an L.SP 73 which is the logical path set
between the two transport nodes. In the case of transport
nodes that include a plurality of IF cards, the node IDs may
include information for identifying a relevant IF card and for
identifying physical port information ofthe IF card. Different
node IDs are assigned to the same node in this case if different
IF cards or physical ports are used.

In MPLS-TP, alogical path is set one way at a time. Setting
a two-way logical path between the transport node 20-1 and
the transport node 20-2, for example, therefore requires LSP
settings that specify a logical path having the transport node
20-1 as the source ID and the transport node 20-2 as the
terminate 1D, and LSP settings that specify a logical path
having the transport node 20-2 as the source ID and the
transport node 20-1 as the terminate ID. In the case where the
transport network 22 employs a communication protocol
capable of establishing a two-way logical path with a single
logical path ID, the transport network logical path DB 5 is
formatted to hold only the IDs of two transport nodes and the
ID of a logical path that connects the two transport nodes to
each other.

A logical path between two of the transport nodes 20-1 to
20-7 is set via the transport network logical path management
server 4 by a system maintenance person of the telecommu-
nication carrier that maintains and runs the transport nodes.
The system maintenance person registers via the server 4 the
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1D of a transport node that is the start point of a logical path to
be established between two of the transport nodes 20-1 to
20-7, the ID of a transport node that is the end point of the
logical path, and the LSP value of the logical path which
connects the two transport nodes. In an actual transport net-
work, there are a plurality of intermediate nodes between a
source transport node and a terminate transport node, and the
system maintenance person also sets on the management
server the intermediate nodes along the logical path. Regis-
tration information of intermediate nodes is omitted from
FIG. 6 for simplification.

In the example of FIG. 6, the system maintenance person
has registered three logical paths, 10, 20, and 30, which have
the transport node 20-1 as the start point and the transport
nodes 20-2, 20-3, and 20-4 as the end points, respectively.
Once these values are registered, values 10, 20, and 30 are set
in the routing information table 45 of the transmission node
20-1 illustrated in F1G. 5 in the field for the transmission LSP
62 of relevant entries. The values 10, 20, and 30 are also
respectively set in the routing information table of the trans-
port node 20-2 in the field for the reception LSP 63, in the
routing information table of the transport node 20-3 in the
field for the reception LSP 63, and in the routing information
table of the transport node 20-4 in the field for the reception
LSP 63.

The system maintenance person next uses the same proce-
dure to set paths that have the transport nodes 20-2, 20-3, and
20-4 as the start points and the transport node 20-1 as the end
point. Two-way logical paths between the transport node 20-1
and the transport nodes 20-2, 20-3, and 20-4 are thus estab-
lished.

In the routing information table 45 of the transport node
20-1 at the time these settings are completed, the fields for the
transmission LSP 62 and the reception LSP 63 are set as
illustrated in FIG. 5. The field for the network address 61
remains empty while no router is connected.

Two-way logical paths that connect the transport nodes
20-2,20-3, and 20-4 to one another are further set by the same
procedure, with the result that full-mesh logical paths are set
to connect the transport nodes 20-1 to 20-z to one another.

Information on these logical paths is saved in the transport
network logical path DB 5. Information on all connections
between transport nodes can therefore be collected by refer-
ring to the transport network logical path DB 5.

A description is given next with reference to FIGS. 7, 8, 9,
10A, and 10B on how the virtual router control server 24 and
the transport nodes 20-1 to 20-z operate when the router 11-x
(1=x=n) is connected to the transport node 20-x. The premise
of the description is that the logical paths 7 between the
transport nodes 20-1 to 20-z are already set before the router
11-x is connected.

Details of an initial setting operation that is executed
among the routers 11-1 to 11-», the transport nodes 20-1 to
20-#, and the virtual router control server 24 when the router
11-x is connected are described later.

FIG. 7 is a diagram illustrating an example of a neighbor [P
router DB 25, which is kept by the virtual router control server
24. The neighbor IP router DB 25 includes in each entry a
transport node ID 81, a router ID 82, which indicates the ID of
a router connected to a transport node that has the transport
node ID 81, a network address 83, which indicates a network
address advertised by the router, and a connection state 84,
which indicates the state of connection to the router.

A case where the router 11-1 is connected to the transport
node 20-1 is described first. This involves executing com-
mands for setting a routing protocol, routing information, and
the like among the router 11-1, the transport node 20-1, and
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the virtual router control server 24, and a new entry is regis-
tered in the neighbor IP router DB 25. A network address is
also registered in the routing information tables of the trans-
port nodes 20-2, 20-3, and 20-4.

While the router 11-1 is connected, “transport node 20-1”,
“router 11-1”, “AA”, and “normal” are registered in the
neighbor IP router DB 25 as the transport node 1D 81, the
router ID 82, the network address 83, and the connection state
84, respectively. The transport network logical path DB 5, the
neighbor IP router DB 25, and the routing information table
45 of the transport node 20-1 at this point are as illustrated by
S41 of FIG. 10A.

A setting procedure that is executed when the router 11-2 is
connected to the transport node 20-2 is described next with
reference to FIGS. 8,9, 10A, and 10B.

FIG. 8 is adiagram illustrating a setting sequence that takes
place when the router 11-2 is connected to the transport node
20-2.

When connected to the transport node 20-2, the router 11-2
transmits to the transport node 20-2 a Hello packet in order to
search for neighbor routers (S11).

The IP-IF cards 21 are capable of the processing of termi-
nating Hello packets, which can be processed without requir-
ing special calculation or the like, but the transport node 20-2
transfers to the virtual router control server 24 a Hello packet
that is received first since the router 11-2 has been connected.
This is for notifying the virtual router control server 24 of the
fact that an initial sequence is about to start between the
transport node 20-2 and the new router. The controller unit 33
transfers this Hello packet with a transport node ID and IP-IF
card information attached thereto so that the virtual router
control server 24 can know which IP-IF card 21 of which
transport node 20 has received the routing packet. Routing
packets transferred from the transport nodes 20-1 to 20-» to
the virtual router control server 24 have a transport node 1D
and IP-IF card information attached thereto, which is omitted
from the following description of the sequence.

The IP-IF card 21 of the transport node 20-2 receives the
Hello packet and returns a Hello packet to the router 11-2 in
response to the received Hello packet (S12).

The router 11-2 receives the returned Hello packet to know
of the presence of neighbor routers, and then transfers a
Database Description (DD) packet to the transport node 20-2.
The DD packet is transferred from the IP-IF card 21 of the
transport node 20-2 via the controller unit 33 to the virtual
router control server 24 (S13).

Receiving the DD packet, the virtual router control server
24 recognizes that a router has been connected to the transport
node 20-2 and transmits a DD packet to the transport node
20-2. Each DD packet transmitted by the virtual router con-
trol server 24 has attached thereto a transport node ID and
IP-IF card information of the recipient of the DD packet. The
DD packet transmitted by the virtual router control server 24
to the transport node 20-2 is transferred to the router 11-2 via
the controller unit 33 and the IP-IF card 21 (S14). Routing
packets transmitted from the virtual router control server 24
to the transport nodes 20-1 to 20-» have attached thereto a
transport node ID and IP-IF card information, which are
omitted from the following description of the sequence.

Receiving the DD packet, the router 11-2 next transmits an
LSR packet for requesting routing information to the trans-
port node 20-2. The LSR packet is transferred to the routing
protocol processing unit 58 of the IP-IF card 21 of the trans-
port node 20-2 and to the virtual router control server 24
(S15).

The routing protocol processing unit 58 receives the LSR
packet and searches the routing information table 45 to gen-
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erate an LSA packet for notifying routing information from
the network address 61 that has been set, and transmits the
LSA packet to the router 11-2 (S16). The router 11-1 is the
only router connected to the transport network 22 at this
point, and network address information contained in the LSA
packet is therefore a network address “AA” obtained from the
router 11-1.

The virtual router control server 24 can generate an LSA
packet as well. In the case where an LSA packet is generated
in the virtual router control server 24, the virtual router con-
trol server 24 collects, for LSA packet generation, from the
transport network logical path DB 5 and the neighbor IP
router DB 25, the network address of a router connected to a
transport node that has a connection relation with a transport
node from which an LSR packet has been received. The router
11-1 is the only router connected to the transport network 22
at this point, and network address information contained in
the LSA packet that is generated by the virtual router control
server 24 is therefore a network address “AA” obtained from
the router 11-1.

Receiving the LSA packet, the router 11-2 updates routing
information kept in the router 11-2, and transmits a Link-state
Acknowledgement (LSAck) packet to the transport node
20-2 (S17). The LSAck packet is terminated by the routing
protocol processing unit 58 of the IP-IF card 21 of the trans-
port node 20-2.

The IP-IF cards 21 are capable of the processing of termi-
nating L.SAck packets, which can be processed without
requiring special calculation or the like, but the transport node
20-2 transfers to the virtual router control server 24 an LSAck
packet received first since the router 11-2 has been connected.
This is because, in the initial sequence, an LSR packet needs
to be transmitted to the newly connected router after the
LSAck packet is received, and transferring the LSAck packet
to the virtual router control server 24 lets the virtual router
control server 24 know when to generate an L.SR packet.

Receiving the LSAck packet, the virtual router control
server 24 transmits an LSR packet to the transport node 20-2
in order to collect routing information that is kept in the newly
connected router. The LSR packet transmitted by the virtual
router control server 24 is transmitted to the router 11-2 from
the IP-IF card 21 via the controller unit 33 of the transport
node 20-2, to which the router is newly connected (S18).

The router 11-2 receives the LSR packet, generates an LSA
packet based on the routing information that is managed by
itself, and transmits the LSA packet to the transport node
20-2. Receiving the LSA packet, the IP-IF card 21 of the
transport node 20-2 transfers the LSA packet via the control-
ler unit 33 to the virtual router control server 24 (S19).

The virtual router control server 24 receives the LSA
packet and collects connection relations between transport
nodes from the transport network logical path DB 5. Based on
data contained in the received LSA packet, the virtual router
control server 24 identifies the IP-IF cards 21 of some of the
transport nodes 20-1 to 20-» that need an update of the routing
information table 45, and executes path calculation process-
ing for figuring out how each routing information table 45 that
needs an update is to be updated (S20).

The path calculation processing executed by the virtual
router control server 24 is described in detail with reference to
a flow chart of FIG. 9. The flow chart of FIG. 9 illustrates
processing that is executed by the virtual router control server
24 when an LSA packet is received no matter what the state is.

The processing of the flow chart is started when the virtual
router control server 24 receives an LSA packet (S30).

The virtual router control server 24 analyzes the received
LSA packet to collect a router ID and an address prefix (S31).
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Based on the ID of a transport node from which the LSA
packet has been transferred, the router ID, and the network
address, the virtual router control server 24 generates a new
entry in the neighbor IP router DB 25 and registers the values
in the new entry (S32). In this example, where a router ID and
a network address “BB” are obtained from the router 11-2,
“transport node 20-2”, “router 11-2”, and “BB” are registered
as the transport node ID 81, the router ID 82, and the network
address 83, respectively, in the neighbor IP router DB 25.
“Normal” is registered as the state 84. The contents of the
neighbor IP router DB 25 in which the new entry has been
registered are updated from data of S41 of FIG. 10A to data of
S42 of FIG. 10B.

The LSA packet transmitted from the router 11-2 stores
only one network address, BB, in this example, but the router
11-2 may have a plurality of network addresses in some cases.
The LSA packet in this case stores a plurality of network
addresses. When this LSA packet is received, the virtual
router control server 24 generates a plurality of entries that
have the same transport node ID, the same router 1D, and
different network addresses.

The virtual router control server 24 checks whether or not
the transport network logical path DB 5 has an entry whose
terminate transport node ID matches the obtained transport
node ID (S33).

The virtual router control server 24 obtains a source trans-
port node ID and an LSP value from an entry whose terminate
transport node 1D matches the obtained transport node 1D
(S34).

The virtual router control server 24 generates a new regis-
tration entry in the routing information table 45 of the trans-
port node that is the start point of the logical path (S35). The
new registration entry of the routing information table 45
holds a transmission LSP, a network address to which a router
connected to the transport node 20-x which is the destination
of'the transmission LSP belongs, and a network address in an
IP network beyond the router. The network address to which
a router connected to the transport node 20-x belongs and the
network address in the IP network beyond the router are
network address information stored in the LSA packet that
has been transmitted from the newly connected router 11-2.

The virtual router control server 24 lastly notifies the new
routing information entry to some of the transport nodes 20-1
to 20-7 in which LSPs having the transport node 20-2 as the
end point are set (S36).

The completion of Steps S30 to S36 described above con-
cludes the flow of processing executed by the virtual router
control server 24 in response to the reception of an LSA
packet (S37).

After finishing the series of path calculation processing
steps, the virtual router control server 24 generates and trans-
mits an LSAck packet to the router 11-2, which is the sender
of the LSA packet. The LSAck packet is transferred to the
router 11-2 via the controller unit 33 and IP-IF card 21 of the
transport node 20-2 (S23).

The transport node 20-1 is notified of the new routing
information entry by the virtual router control server 24, and
registers the network address obtained from the virtual router
control server 24 in the network address field of an entry of the
routing information table 45 that holds the transmission LSP
10. The contents of the routing information table 45 in which
the new entry has been registered are updated from data of
S41 of FIG. 10A to data of S42 of FIG. 10B. The transport
node 20-1 further notifies the update made to its own routing
information table 45 to the router 11-1, which is connected to
the transport node 20-1, by generating an LSA packet and
transmitting the LSA packet to the router 11-1 (S22). Infor-
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mation that is contained in the LSA packet transmitted to the
router 11-1 is the newly registered network address, “BB”.

A new router is connected to the data transport system
through the processing described above. The processing also
enables the data transport system to notify a new addition of
logical paths to routers that have already been connected to
the data transport system. The data transport system accord-
ing to this embodiment can thus control the transport network
22 like one huge virtual router.

FIG.2is adiagram illustrating connection relations that are
formed in the transport layer and the IP layer when routers are
connected to the data transport system according to the first
embodiment.

Connection relations in a transport layer 22 are as in con-
ventional transport networks, and the logical paths 7 are set to
constitute a full-mesh topology in the transport layer 22. An
IP layer 13, on the other hand, has connection relations in
which the routers 11-1 to 11-» are each seemingly connected
point-to-point to a virtual router 26 because the data transport
system operates as one huge virtual router.

Setting the virtual router and the bases of the transport
network user as separate areas further reduces connection
relations to be managed by each of the routers 11-1 to 11-»,
leaving only the router 11 itself, a network within the base of
the router 11, and the virtual router 26 as illustrated in FIG. 3.
To the router 11, the rest of the routers 11-1 to 11-» connected
to one another via the transport network 22 which are located
in other bases appear as another-area IP network 27. The
router 11 therefore needs to hold only network address list
information, which tells to which network address data can be
transferred by transferring an IP packet to the virtual router
26. This eliminates the need to manage the connection state
between the routers 11-1 to 11-» connected to one another
beyond the transport network, and thus makes the path cal-
culation load lighter than that in the related art.

The data transport system of this embodiment can also
lessen the processing load on the virtual router control server
24 by executing the processing of Hello packets, which are
transmitted periodically from the routers 11-1 to 11-», in the
IP-IF cards 21 distributed throughout the data transport sys-
tem. The processing load on the virtual router control server
24 canbe lessened further by executing the processing of LSR
packets, which are periodically transmitted from the routers
11-1 to 11-# as well, and the processing of transmitting an
LSA packet, which needs to be generated each time the net-
work configuration changes, in the IP-IF cards 21 distributed
throughout the data transport system.

Conventional routers deduce connection relations of a net-
work based on routing information that is collected from
respective routers by exchanging routing protocols between
routers that belong to the same area. The processing of cal-
culating the network connection relations has been a factor
that restricts scalability in the router networks. In contrast, the
data transport system of this embodiment allows the virtual
router control server 24 to keep track of connection relations
of' the transport nodes 20-1 to 20-z by collecting the connec-
tion relations from the transport network logical path DB 5,
which means that the connection relation calculation load of
conventional routers is not generated. The data transport sys-
tem of this embodiment therefore has excellent scalability.

Processing of dealing with a failure that occurs in the data
transport system according to this embodiment is described
next by giving separate descriptions on processing operations
for the following cases (1) to (3):

(1) A failure in a logical path of a transport network

(2) A failure in a link connecting a transport node and a
router
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(3) A failure in the virtual router control server, or a failure
between one of the transport nodes and the virtual router
control server

The premise of the descriptions is that the transport net-
work 22 has the configuration of FIG. 1. Specifically, there are
four transport nodes 20-1 to 20-4 in the data transport system,
and full-mesh logical paths are set between the transport
nodes 20-1 to 20-4 in advance. One router is connected to
each of the transport nodes 20-1 to 20-4. The following
description on processing of dealing with a failure focuses on
the transport nodes 20-1 and 20-2.

(1) Failure in a Logical Path of the Transport Network

Processing that is executed when a failure occurs in a
logical path between the transport nodes 20-1 and 20-2 is
described with reference to FIGS. 11, 12A, and 12B.

FIG. 11 is a diagram illustrating a processing sequence for
dealing with a failure that occurs between the transport nodes
20-1 and 20-2 of the transport network 22, and the resultant
connection relations of the transport network 22. The trans-
port network 22 includes the transport nodes 20-1 and 20-2
and intermediate nodes 28-1 and 28-2, which relay logical
paths between the transport nodes. The LSP 10 is set as a
logical path from the transport node 20-1 to the transport node
20-2, and the LSP 100 is set as a logical path from the
transport node 20-2 to the transport node 20-1.

A processing sequence of the data transport system accord-
ing to this embodiment is explained here taking as an example
the case where a failure occurs between the intermediate
nodes 28-1 and 28-2, which are interposed between the trans-
port node 20-1 and the transport node 20-2, thereby breaking
communication between the transport node 20-1 and the
transport node 20-2.

A failure occurs between the intermediate nodes 28-1 and
28-2 (S51).

Detecting the failure, the intermediate nodes transmit to
LSPs whose communication is affected by the failure an
Alarm Indication Signal (AIS) frame or a Link Down Indica-
tion (LDI) frame to notify the LSPs of the logical path failure
(S52). The AIS frame or the LDI frame is transmitted cycli-
cally until the logical path recovers from the failure. Which-
ever of the AIS frame and the LDI frame is detected, the
transport node 20-1 executes the same processing. The fol-
lowing description therefore takes as an example the case
where the AIS frame is received.

The AIS frame transmitted from the intermediate nodes is
terminated by the OAM processing unit 48 of the IP-IF card
21 of the transport node 20-1. Detecting the AIS frame, the
OAM processing unit 48 writes “AlS detected” as the LPS
state in an entry 91 of the routing information table 45, in
which the LSP where the AIS frame has been detected is
registered. The OAM processing unit 48 detects an LOC in
some cases (S62 of FIG. 12B). When an LOC is detected, the
OAM processing unit 48 writes “LLOC detected” as the LSP
state.

The logical path of the entry where the AIS has been
detected cannot transmit/receive data normally. It is therefore
necessary to notify the router 11-1, which uses this path, of
the loss of the path.

The routing protocol processing unit 58 periodically polls
the routing information table 45 and, when detecting a net-
work address for which some alarm state is registered as the
LSP state, generates an LSA packet for notifying the loss of
the path and transmits the LSA packet to the router 11-1
(S53).

The router 11-1 receives the LS A packet to understand that
transferring toward the transport network 22 a packet
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addressed to the router 11-2 does not deliver the packet to the
destination, and accordingly calculates other routes.

Thereafter, the path recovers from the failure between the
intermediate nodes 28-1 and 28-2 (S54). The intermediate
nodes detect the recovery from the failure, and stop transmit-
ting the AIS frame.

The OAM processing unit 48 of the transport node 20-1
determines that the logical path between the transport nodes
20-1 and 20-2 has recovered when the AIS frame has not been
received for a given length of time, and writes “normal” as the
LSP state of the entry 91 of the routing information table 45
in which the LSP where the AIS frame is no longer detected
is registered (S61 of FIG. 12A).

Now that the logical path has recovered, the router 11-1
which uses this logical path needs to be notified of the gen-
eration of a path. The routing protocol processing unit 58
periodically polls the routing information table 45 and, when
detecting a network address for which the LPS state has been
changed to “normal”, generates an LSA packet for notifying
that a path has been generated, and transmits the LSA packet
to the router 11-1 (S55).

The router 11-1 receives the LSA packet to understand that
a packet addressed to the router 11-2 can now be transferred
toward the transport network 22, and executes path recalcu-
lation.

This processing does not change data in entries of the
transport network logical path DB 5 and the neighbor IP
router DB 25.

The description given above takes the detection of an AIS
as an example. Other forms of alarm for a failure in the
transport network include L.DI and LOC, and the processing
sequence that takes place when an LDI or an LOC is detected
is the same as when an AIS is detected.

This processing is executed only between the transport
nodes 20-1 and 20-2 which are affected by the communica-
tion failure, and therefore does not require path recalculation
in all routers that are connected to the transport network,
unlike the related art. The path calculation load on the routers
is accordingly light.

Moreover, this processing does not generate load on the
virtual router control server 24.

The data transport system according to this embodiment
thus avoids a situation where the load concentrates in one part
of the system, and can therefore provide a large-scale router
connecting transport network. In addition, the data transport
system can continue to provide a communication service
despite a failure in the data transport system.

(2) Failure in a Link Connecting a Transport Node and a
Router

Processing that is executed when a failure occurs in a link
connecting the transport node 20-2 and the router 11-2 to each
other is described with reference to FIGS. 13, 14A, and 14B.

FIG. 13 is a diagram illustrating a processing sequence for
dealing with a failure that occurs between the transport node
20-2 and the router 11-2, and the resultant connection rela-
tions of the transport network 22. A processing sequence of
the data transport system according to this embodiment is
described here taking as an example the case where a failure
occurs in a link between the transport node 20-2 and the router
11-2.

A link failure occurs between the transport node 20-2 and
the router 11-2 (S70). A failure in a link can be detected by the
reception circuit 41 of the IP-IF card 21 of the relevant trans-
port node based on the disruption of input signals. A link
failure can also be detected by detecting that Hello packets
which are exchanged cyclically with the connected router
have not been received for a given length of time.
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Detecting the link failure, the transport node 20-2 transmits
a CSF frame from the OAM processing unit 48 of the IP-IF
card 21. The CSF frame is transmitted cyclically to every
transmission LSP 62 registered in the routing information
table 45 while the failure lasts (S71).

The connection between the transport node 20-2 and the
router 11-2 is broken by this failure, and the transport node
20-2 therefore notifies the virtual router control server 24 of
the fact that a communication anomaly has occurred between
routers (S73). Notified of this, the virtual router control server
24 writes “failure” as the state 84 in an entry of the neighbor
IP router DB 25 in which the relevant router is registered.

The CSF frame is detected by the OAM processing unit 48
of'the IP-IF card 21 of the transport node 20-1 (S72). Detect-
ing the CSF frame, the OAM processing unit 48 writes “CSF
detected” as the LSP state in an entry 92 of the routing
information table 45 in which the LSP where the CSF frame
has been detected is registered (S82 of FIG. 14B).

The logical path of the entry where the CSF frame has been
detected is normal but data cannot be transmitted to/received
from the router that is connected beyond the logical path. It is
therefore necessary to notify the router 11-1, which uses this
path, of the loss of the path.

The routing protocol processing unit 58 periodically polls
the routing information table 45 and, when detecting a net-
work address for which some alarm state is registered as the
LSP state, generates an LSA packet for notifying the loss of
the path and transmits the LSA packet to the router 11-1
(874).

The router 11-1 receives the LS A packet to understand that
transferring toward the transport network 22 a packet
addressed to the router 11-2 does not deliver the packet to the
destination, and accordingly calculates other routes.

Thereafter, the link between the transport node 20-2 and
the router 11-2 recovers from the failure (S75). The transport
node 20-2 continues to transmit the CSF frame despite the
recovery of the link between the transport node 20-2 and the
router 11-2, because main signals cannot be transmitted/re-
ceived until a Hello packet is received from the neighbor
router.

When the router 11-2 returns a Hello packet in response to
a Hello packet from the transport node 20-2 after the recovery
from the link failure, the OAM processing unit 48 of the IP-IF
card 21 of the transport node 20-2 stops transmitting the CSF
frame (S76).

The OAM processing unit 48 of the transport node 20-1
determines that the logical path between the transport node
20-2 and the router 11-2 has recovered when the CSF frame
has not been received for a given length of time (S77).

The OAM processing unit 48 of the transport node 20-1
writes “normal” as the LSP state in the entry 91 of the routing
information table 45 in which the LSP where the CSF frame
is no longer detected is registered (S81 of FIG. 14A).

Now that the logical path has recovered, the router 11-1
which uses this logical path needs to be notified of the recov-
ery of the path. The routing protocol processing unit 58 peri-
odically polls the routing information table 45 and, when
detecting a network address for which the LPS state has been
changed to “normal”, generates an LSA packet for notifying
that the path has recovered, and transmits the LSA packet to
the router 11-1 (S78).

The transport node 20-2 notifies the virtual router control
server 24 of the fact that the router-to-router communication
has recovered from the anomaly (S79). Notified of the recov-
ery of communication, the virtual router control server 24
writes “normal” as the state 84 in the entry of the neighbor IP
router DB 25 in which the relevant router is registered.
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The router 11-1 receives the LSA packet to understand that
a packet addressed to the router 11-2 can now be transferred
toward the transport network 22, and executes path recalcu-
lation.

This processing does not change data in entries of the
transport network logical path DB 5.

This processing is executed only between the transport
nodes 20-2 and 20-1 which are affected by the communica-
tion failure, and therefore does not require path recalculation
in all routers that are connected to the transport network,
unlike the related art. The path calculation load on the routers
is accordingly light. Moreover, this processing does not gen-
erate load on the virtual router control server 24.

The data transport system according to this embodiment
thus avoids a situation where the load concentrates in one part
of the system, and can therefore provide a large-scale router
connecting transport network. In addition, the data transport
system can continue to provide a communication service
despite a failure in the data transport system.

(3) Failure in the Virtual Router Control Server, or a Failure
Between One of the Transport Nodes and the Virtual Router
Control Server

Processing that is executed when a failure occurs in the
virtual router control server 24, or when a failure occurs in a
transport path between one of the transport nodes 20-1 to 20-»
and the virtual router control server 24, is described with
reference to FIG. 15. The premise of the description given
here is that the IP-IF cards 21 process Hello packets and LSR
packets.

FIG. 15 is a diagram illustrating a processing sequence for
dealing with a failure in the virtual router control server 24, or
a failure that occurs in a transport path between one of the
transport nodes 20-1 to 20-z and the virtual router control
server 24.

A processing sequence of the data transport system accord-
ing to this embodiment is explained here taking as an example
the case where a failure occurs in the virtual router control
server 24.

A failure occurs in the virtual router control server 24
(S91).

Even when there is a failure in the virtual router control
server 24, main signals are not affected because the IP-IF
cards 21 of the transport nodes 20-1 to 20-z can process the
transmission/reception of Hello packets, which are periodi-
cally exchanged between the transport nodes 20-1to 20-» and
the neighbor routers 11-1 to 11-#, and the transmission of an
LSA packet in response to the reception of an LSR packet for
requesting routing information.

When an LSA packet is received from one of the neighbor
routers 11-1 to 11-z, on the other hand, an update of the
routing information table 45 is necessary in the IP-IF card 21
of every transport node among the transport nodes 20-1 to
20-7 that forms an LSP with one of the transport nodes 20-1
to 20-» that is the recipient of the LSA packet. However,
connection relations of the transport network 22 need to be
obtained by the virtual router control server 24 from the
transport network logical path DB 5. The transport node 20-2
which has received an LSA packet at the time the failure has
occurred therefore keeps the LSA packet in itself until the
virtual router control server 24 recovers from the failure
(S92).

Thereafter, the virtual router control server 24 recovers
from the failure (S93).

Detecting the recovery of the virtual router control server
24, the transport node 20-2 transfers to the virtual router
control server 24 the LSA packet that has been kept in the
transport node 20-2 (S94).
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A recovery of the virtual router control server 24 can be
detected by, for example, executing the periodical exchange
of health check packets between the virtual router control
server 24 and each transport node.

Processing steps that follow the reception of the LSA
packet by the virtual router control server 24 (595, S96, and
S97) are the same as S20 and the subsequent processing steps
described with reference to FIG. 8.

As has been described, the data transport system according
to this embodiment can continue to provide a communication
service despite a failure that occurs in the virtual router con-
trol server 24 while in operation.

Second Embodiment

A second embodiment of this invention is described below
with reference to the drawings. The difference in configura-
tion of the second embodiment from the first embodiment is
what contents are held in an entry of the routing information
table 45 of the IP-IF card 21 which is provided in each of the
transport nodes 20-1 to 20-7.

Settings of logical paths in the transport network 22
according to the second embodiment are described first with
reference to FIGS. 1 and 16.

Logical paths set in the transport network 22 to and from
the transport node 20-1 are the transmission LSP 10 and the
reception LSP 100, which are formed with the transport node
20-2, the transmission LSP 20 and the reception LSP 200,
which are formed with the transport node 20-3, and the trans-
mission LSP 30 and the reception LSP 300, which are formed
with the transport node 20-4.

FIG. 16 is a diagram illustrating an example of the contents
of'an entry in the routing information table 45 of the transport
node 20-1 according to the second embodiment. The routing
information table 45 in the second embodiment holds in each
entry the network address 61, an active transmission LSP 62,
an active reception LSP 63, an active LSP state 64, an auxil-
iary transmission L.SP 65, an auxiliary reception LSP 66, and
an auxiliary LSP state 67.

The transport network logical path management server 4 of
the second embodiment registers, in the routing information
table 45 of the transport node 20-1, in addition to a transmis-
sion LSP and a reception L.SP that constitute an active logical
path to be used when the transport network 22 is in a normal
state, a transmission L.SP and a reception LSP that constitute
an auxiliary logical path to be used when some kind of failure
occurs in the active logical path. The transport node to which
the transport node 20-1 is connected when the active logical
pathis used and the transport node to which the transport node
20-1 is connected when the auxiliary logical path is used are
physically different transport nodes selected out of the trans-
port nodes 20-1 to 20-7.

To give a concrete example, in the first entry of the routing
information table 45 of the transport node 20-1, the transmis-
sion LLSP 10 and the reception LSP 100 which constitute a
logical path to and from the transport node 20-2 are registered
as the active logical path, and the transmission L.SP 20 and the
reception LSP 200 which constitute a logical path to and from
the transport node 20-3 are registered as the auxiliary logical
path.

An initial sequence that is executed when a router is con-
nected to this data transport system is described next with
reference to FIG. 8.

The specifics of the initial sequence are mostly the same as
in the first embodiment, except for what contents are held in
a new registration entry of the routing information table 45 of
a transport node that is the start point of a logical path gener-
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ated by the virtual router control server 24. In the second
embodiment, the routing information table 45 is searched for
an entry having as an active LSP an LSP that has a connection
relation with one of the transport nodes 20-1 to 20-» that is
connected to the router newly connected to the transport
network 22, and a network address obtained from the newly
connected router is registered in this entry.

For example, in the case where the router 11-2 is connected
to the transport node 20-2 after the router 11-1 is registered,
the network address “BB” is registered only in an entry of the
routing information table 45 of the transport node 20-1 that
has the LSP 10 as the active transmission LSP. An entry
having the LSP 10 as the auxiliary transmission L.SP is reg-
istered in the routing information table 45 of FIG. 16, but the
network address “BR” is not registered in this entry.

An operation sequence that is executed when a failure
occurs in a logical path within the transport network 22 is
described next with reference to F1G. 17. FIG. 17 is a diagram
illustrating a processing sequence for dealing with a failure
that occurs between the transport node 20-1 and the transport
node 20-2 of the transport network 22, and the resultant
connection relations of the transport network 22. The trans-
port network 22 includes the transport nodes 20-1 and 20-2,
and intermediate nodes 28-1 and 28-2, which relay logical
paths between the transport nodes. The LSP 10 is set as a
logical path from the transport node 20-1 to the transport node
20-2, and the LSP 100 is set as a logical path from the
transport node 20-2 to the transport node 20-1.

A processing sequence of the data transport system accord-
ing to this embodiment is explained here taking as an example
the case where a failure occurs between the intermediate
nodes 28-1 and 28-2, which are interposed between the trans-
port node 20-1 and the transport node 20-2, thereby breaking
communication between the transport node 20-1 and the
transport node 20-2.

A failure occurs between the intermediate nodes 28-1 and
28-2 (S91).

Detecting the failure, the intermediate nodes transmit to
LSPs whose communication is affected by the failure an
Alarm Indication Signal (AIS) frame or a Link Down Indica-
tion (LDI) frame to notify the L.SPs of the logical path failure
(892). The AIS frame or the LDI frame is transmitted cycli-
cally until the logical path recovers from the failure. Which-
ever of the AIS frame and the LDI frame is detected, the
transport node 20-1 executes the same processing. The fol-
lowing description therefore takes as an example the case
where the AIS frame is received.

The AIS frame transmitted from the intermediate nodes is
terminated by the OAM processing unit 48 of the IP-IF card
21 of the transport node 20-1 (S93).

Detecting the AIS frame, the OAM processing unit 48
writes “AlS detected” as the active LSP state in an entry of the
routing information table 45 in which the LSP where the AIS
frame has been detected is registered. The OAM processing
unit 48 detects an LOC in some cases. When an LOC is
detected, the OAM processing unit 48 sets “LOC detected” as
the active LSP state.

The active logical path of the entry where the AIS has been
detected cannot transmit/receive data normally. Therefore, in
the case where a state indicating a failure in the transport
network (“AlS detected”/“LDI detected”/LOC detected) is
registered as the LSP state of the active logical path, the
MPLS-TP encapsulation unit 44, which encapsulates a
received IP packet in an MPLS frame, switches the transmis-
sion LSP to be used for data transfer from the active LSP to
the auxiliary LSP.
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By this switch to the auxiliary LSP, an IP packet having the
network address “BB” which has been transferred from the
transport node 20-1 to the transport node 20-2 before the
switch to the auxiliary L.SP is transferred to the transport node
20-3.

The router 11-3 which has the network address “CC” is
connected to the transport node 20-3. When the router 11-3
receives an [P packet that the router 11-1 has transmitted to
the router 11-2, the router 11-3 re-transmits the received IP
packet to the transport node 20-3. This is because it is regis-
tered in the router 11-3 that the network address “BB” can be
reached over the transport network 22.

Receiving the IP packet addressed to the network address
“BB”, the transport node 20-3 encapsulates the received
packet in an MPLS frame and transfers the received packet to
the transport node 20-2.

The transport node 20-2 transfers the received IP packet to
the router 11-2, which belongs to the network address “BB”.

In the second embodiment, when a failure occurs in a
logical path in the transport network 22, switching which one
of the transport nodes 20-1 to 20-# is used to transfer an IP
packet thus prevents the failure in the transport network 22
from affecting the routers 11-1 to 11-n connected to the
transport network 22.

When the transport network 22 recovers from the failure
(S94) and the AIS that has been detected in the transport node
20-1 is no longer detected, the MPLS-TP encapsulation unit
44, which encapsulates a received IP packet in an MPLS
frame, switches the transmission LSP to be used for data
transfer from the auxiliary LSP to the active LSP (895).

According to the second embodiment, when a logical path
failure occurs in the transport network 22, communication
can thus be continued without requiring the routers 11-1 to
11-r, which are connected to the transport network 22, to
recalculate paths.

Third Embodiment

A third embodiment of this invention is described below
with reference to the drawings. The difference in configura-
tion of the third embodiment from the first embodiment is that
routers have IP-IF cards and that the IP-IF cards of the routers
are included as subjects of monitoring by a transport network
logical path management server and a virtual router control
server.

A connection configuration of the data transport system
and a configuration of routers according to the third embodi-
ment are described with reference to FIGS. 18 and 19.

FIG. 18 is a diagram illustrating physical connections of
the data transport system according to the third embodiment.
In the data transport system according to the third embodi-
ment, a telecommunication carrier provides a transport net-
work 122 and a transport network user rents logical paths 7 of
the transport network 122 from the telecommunication car-
rier. Four sites which are geographically distant from one
another and which are denoted by 110-1 to 110-4 (bases
110-1to 110-%, nis 4 in FIG. 18) are connected to one another
via the transport network 122 of the telecommunication car-
rier.

The bases 110-1 to 110-z of the transport network user
include routers 111 (111-1 to 111-%), which connect to the
transport nodes 120 (120-1 to 120-»), and include communi-
cation terminals 112 (112-1 to 112-m). The routers 111-1 to
111-» which connect to the transport nodes 120-1 to 120-»
have IP-IF cards 121 (121-1 to 121-%). The communication
terminals 112-1 to 112-m are, for example, routers, personal
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computers, or similar information devices for connecting to
other communication networks.

A network address is set to each of the bases of the transport
network user. Usually, a network address is expressed in
prefix notation, such as 192.168.1.0/24 in IPv4. Here, the
network addresses of the respective bases are simplified as
AA, BB, CC, and DD.

The data transport system of the telecommunication carrier
includes the transport nodes 120 (120-1 to 120-7), a transport
network logical path management server 104, and a virtual
router control server 124. The transport network 122 is built
from the plurality of transport nodes 120-1 to 120-z. The
transport network logical path management server 104 and
the virtual router control server 124 are separate servers in
FIG. 18, but the same effect is obtained also when the func-
tions of these servers are implemented in a single server.

In the first embodiment, the start points and end points of
logical paths in the transport network 22 are IP-IF cards of
transport nodes. In the third embodiment where the routers
111-1 to 111-» have IP-IF cards 121-1 to 121-z, the start
points and end points of logical paths in the transport network
122 are IP-IF cards 121-1 to 121-z of the routers 111-1 to
111-n.

Accordingly, a transport network logical path DB 105,
which is managed by the transport network logical path man-
agement server 104, holds as a path source transport node ID
and a path terminate transport node ID the identifiers of the
IP-IF card 121-x and the IP-IF card 121-y which are provided
in the router 111-x and the router 111-y, respectively (1=x=n,
1=y=n, y=x).

The configuration of the routers 111 is described next with
reference to FIG. 19. FIG. 19 is a diagram illustrating the
configuration of each of the routers 111 in which the IP-IF
cards 121 are mounted according to the third embodiment.
The router 111 includes at least one controller unit 133, a
switch (SW) unit 132, atleast one IF card 134, and at least one
IP-IF card 121. The controller unit 133, the SW unit 132, the
IF card 134, and the IP-IF card 121 are connected to one
another. In the drawing, the solid arrows indicate the flow of
main signals and the dashed arrows indicate the flow of con-
trol signals.

The controller unit 133 and the SW unit 132 have the same
functions as those of the controller unit 33 and the SW unit 32
in the first embodiment, and a detailed description thereof is
omitted.

The IP-IF card 121 includes a card control unit 149, a
reception circuit 151, an [.2 reception processing unit 152, a
frame analyzing/sorting unit 153, an MPLS-TP termination
unit 154, an SW transmission circuit 155, an SW reception
circuit 141, an MPLS-TP encapsulation unit 143, a scheduler
145, an L2 transmission processing unit 146, a transmission
circuit 147, an MPLS-TP OAM processing unit 148 (herein-
after, referred to as OAM processing unit 148), and a routing
information table 144.

These function blocks except the card control unit 149 are
the same as the reception circuit 41, the L2 reception process-
ing unit 42, the MPLS-TP encapsulation unit 44, the routing
information table 45, the SW transmission circuit 47, the
OAM processing unit 48, the SW reception circuit 51, the
MPLS-TP termination unit 53, the scheduler 54, the L2 trans-
mission processing unit 55, and the transmission circuit 56,
which are described in the first embodiment with reference to
FIG. 4. A detailed description on the function blocks is there-
fore omitted.

In the third embodiment, where the IP-IF cards 121-1 to
121-» are incorporated in the routers 111-1 to 111-z, function
blocks for transmitting/receiving a routing protocol are not
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provided. Information set in the routing information table 144
by the transport network logical path management server 104
and the virtual router control server 124 is the same as in the
first embodiment.

The controller unit 133 and the card control unit 148 which
differ from their counterparts in the first embodiment are
described below.

The controller unit 133 includes a control IF 135 for con-
necting to the transport network logical path management
server 104 and to the virtual router control server 124. The
controller unit 33 receives settings information from the
transport network logical path management server 104 and
the virtual router control server 124, and sets the settings
information in the SW unit 132, the IF card 134, and the IP-IF
card 121. The controller unit 133 also executes processing of
routing packets which the router receives from the IF card
134.

Each router 111 of the third embodiment are connected to
the communication terminals 112 within its own base via the
IF card 134 instead of the IP-IF card 121. The router 111
exchanges routing information with the communication ter-
minals 112 based on a routing protocol. Each router 111 also
has a routing processing function and, through path calcula-
tion processing, keeps track of router networks to which its
own IF card 134 is connected.

On the other hand, the router 111 does not need to use a
routing protocol to collect information on other routers con-
nected to its own IP-IF card 121, which connects to the
transport network 122, because network addresses are set by
the virtual router control server 124.

As has been described, according to the third embodiment,
effects equivalent to those of the first embodiment are
obtained when IP-IF cards are provided on the router side.

From the invention thus described, it will be obvious that
the embodiments of the invention may be varied in many
ways. Such variations are not to be regarded as a departure
from the spirit and scope of the invention, and all such modi-
fications as would be obvious to one skilled in the art are
intended for inclusion within the scope of the following
claims.

When an element (device or node) is referred to as being
“connected to” or “connected with”” another element, it can be
directly connected to or with another element or intervening
elements may be present. In contrast, when an element is
referred to as being “directly connected to” or “directly con-
nected with” another element, there are no intervening ele-
ments present.

What is claimed is:

1. A data transport system, comprising:

a plurality of transport nodes which are constituents of a

transport network;
a logical path control server for establishing logical paths
between a plurality of communication devices via the
transport network,
a transport network logical path management server for
presetting the logical paths between the plurality of
transport nodes and holding a logical path database for
storing groups each consisting of'a source transport node
identifier, a destination transport node identifier and a
logical path identifier of a logical path included in the
preset logical paths between the plurality of transport
nodes, wherein
the logical paths are preset between the plurality of
transport nodes,

in a case where a network configuration of a communi-
cation network to which a first communication device
of the plurality of communication devices belongs is
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changed, a first transport node connected with the first
communication device transtfers logical path control
data sent from the first communication device to the
logical path control server,

the logical path control server, upon receiving the logical
path control data, calculates a logical path between
the first communication device and a second commu-
nication device of the plurality of communication
devices via the transport network based on informa-
tion about a connection relation between the first
communication device and the first transport node
determined based on the logical path control data, and
on preset information about the logical paths between
the plurality of transport nodes,

the logical path control server sets the logical path
between the first communication device and the sec-
ond communication device to a transport node con-
nected with the second communication device,

each of the plurality of transport nodes holds a routing
information table for storing information about cor-
relations between network addresses notified from the
logical path control server and logical path identifiers
of' the logical paths between the plurality of transport
nodes,

upon receiving the logical path control data, the logical
path control server selects a logical path of which a
given transport node is the first transport node which
sent the logical path control data from the preset logi-
cal paths between the plurality of transport nodes
based on the logical path database,

the logical path control server registers a logical path
identifier of the selected logical path and a network
address included in the logical path control data in
association with a routing information table of a trans-
port node, which is a source transport node of the
selected logical path,

the source transport node of the selected logical path
notifies the network address included in the logical
path control data and registered in the routing infor-
mation table to the second communication device
connected with the source transport node, and

the logical path control server sends a response data
corresponding to the logical path control data, via the
first transport node which transferred the logical path
control data, to the first communication device which
sent the logical path control data.

2. The data transport system according to claim 1, wherein,
in a case where one of the plurality of transport nodes detects
a communication failure which has occurred in one of the
logical paths within the transport network, the one of the
plurality of transport nodes notifies the communication fail-
ure to communication devices which communicate via the
one of the logical paths suffering the communication failure.

3. The data transport system according to claim 1,

wherein, in a case where the first transport node detects a

communication failure which has occurred between the
first transport node and the first communication device,
the first transport node notifies the communication fail-
ure between the first transport node and the first com-
munication device to other transport nodes via the trans-
port network, and

wherein the other transport nodes notified of the commu-

nication failure respectively notify the communication
devices to which the other transport nodes are connected
respectively of the communication failure between the
first transport node and the first communication device.
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4. The data transport system according to claim 1, wherein,
in a case where the first transport node detects one of a failure
in the logical path control server and a failure in a logical path
between the logical path control server and the first transport
node, the first transport node keeps the logical path control
data transmitted from the first communication device during
the one of the failures and transfers the kept logical path
control data to the logical path control server after detecting
recovery from the one of the failures.
5. The data transport system according to claim 1,
wherein the transport network logical path management
server defines as an active logical path a first logical path
which leads from the first transport node to a second
transport node of the plurality of transport nodes, and
sets as an auxiliary logical path a second logical path
which leads from the first transport node to a third trans-
port node of the plurality of transport nodes,
wherein, in a case where the first transport node detects a
communication failure which has occurred in the first
logical path, the first transport node transmits, to the
third transport node via the auxiliary logical path, data
that is to be transmitted to the second transport node, and

wherein, the third transport node transmits the data
received from the first transport node that is to be trans-
mitted to the second transport node to the second trans-
port node.

6. The data transport system according to claim 1, wherein
the first transport node transfers, out of logical path control
data received from the first communication device, a piece of
logical path control data containing information about the
connection relation with a newly connected first communica-
tion device to the logical path control server and processes
other pieces of logical path control data.

7. The data transport system according to claim 1, wherein
the plurality of transport nodes have IP interfaces for connect-
ing respectively with the plurality of communication devices.

8. The data transport system according to claim 1, wherein
the plurality of communication devices have IP interfaces for
connecting respectively with the plurality of transport nodes.

9. The data transport system according to claim 1, wherein

the logical path database stores information about the pre-

set logical paths between the plurality of transport
nodes,

each of the plurality of transport nodes holds a routing

information table for storing information about the logi-
cal paths between the plurality of transport nodes and
logical path information of the communication network
received from the logical path control server, and

the logical path control server registers the logical path

information of the communication network included in
the logical path control data in association in a routing
information table of a transport node, which is a source
transport node of the selected logical path.

10. The data transport system according to claim 1,
wherein the logical path control data includes a network
address of the communication network to which the first
communication device belongs and a network address of a
communication network connected with the first communi-
cation device.

11. The data transport system according to claim 1,
wherein each of the plurality of transport nodes creates rout-
ing information notification data including a network address
stored in the routing information table based on the routing
information table and transmits the routing information noti-
fication data to the communication device with which each of
the plurality of transport nodes is connected in response to
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data requesting logical path information and received from
the communication device with which each ofthe plurality of
transport nodes is connected.
12. A control method of a data transport system comprising
a plurality of transport nodes which are constituents of a
transport network and a logical path control server for estab-
lishing logical paths between a plurality of communication
devices via the transport network, the logical paths being
preset between the plurality of transport nodes, the control
method comprising:
transferring, by a first transport node connected with a first
communication device of the plurality of communica-
tion devices, logical path control data sent from the first
communication device to the logical path control server
in a case where a network configuration of a communi-
cation network to which the first communication device
of the plurality of communication devices belongs is
changed;
calculating by the logical path control server upon receiv-
ing the logical path control data, a logical path between
the first communication device and a second communi-
cation device of the plurality of communication devices
via the transport network based on information about a
connection relation between the first communication
device and the first transport node determined based on
the logical path control data, and on preset information
about the logical paths between the plurality of transport
nodes; and
presetting the logical paths between the plurality of trans-
port nodes, using a transport network logical path man-
agement server, and holding a logical path database for
storing groups each consisting of'a source transport node
identifier, a destination transport node identifier and a
logical path identifier of a logical path included in the
preset logical paths between the plurality of transport
nodes, wherein
each of the plurality of transport nodes holds a routing
information table for storing information about cor-
relations between network addresses notified from the
logical path control server and logical path identifiers
of' the logical paths between the plurality of transport
nodes,
upon receiving the logical path control data, the logical
path control server selects a logical path of which a
given transport node is the first transport node which
sent the logical path control data from the preset logi-
cal paths between the plurality of transport nodes
based on the logical path database,
the logical path control server registers a logical path
identifier of the selected logical path and a network
address included in the logical path control data in
association with a routing information table of a trans-
port node, which is a source transport node of the
selected logical path,
the source transport node of the selected logical path
notifies the network address included in the logical
path control data and registered in the routing infor-
mation table to the second communication device
connected with the source transport node, and
the logical path control server sends a response data
corresponding to the logical path control data, via the
first transport node which transferred the logical path
control data, to the first communication device which
sent the logical path control data.
13. The control method according to claim 12,
wherein the routing information table stores information
about the logical paths between the plurality of transport
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nodes and logical path information of the communica-
tion network received from the logical path control
server, and
the logical path control server registers the logical path
information of the communication network included in
the logical path control data in association in a routing
information table of a transport node which is a source
transport node of the selected logical path.
14. A logical path control server comprising:
a plurality of transport nodes which are constituents of a
transport network that is connected to the logical path
control server, and
a transport network logical path management server for
presetting the logical paths between the plurality of
transport nodes and holding a logical path database for
storing groups each consisting of'a source transport node
identifier, a destination transport node identifier and a
logical path identifier of a logical path included in the
preset logical paths between the plurality of transport
nodes, wherein
aplurality of communication devices communicate with
one another through the logical paths via the transport
network,

in a case where a network configuration of a communi-
cation network to which a first communication device
of the plurality of communication devices belongs is
changed, the logical path control server receives logi-
cal path control data sent from the first communica-
tion device to the logical path control server,

the logical path control server, upon receiving the logical
path control data, calculates a logical path between
the first communication device and a second commu-
nication device of the plurality of communication
devices via the transport network based on informa-
tion about a connection relation between the first
communication device and a first transport node con-
nected with the first communication device deter-
mined based on the logical path control data, and on
preset information about the logical paths between the
plurality of transport nodes,

the logical path control server sets the logical path
between the first communication device and the sec-
ond communication device to a transport node con-
nected with the second communication device,

each of the plurality of transport nodes holds a routing
information table for storing information about cor-
relations between network addresses notified from the
logical path control server and logical path identifiers
of' the logical paths between the plurality of transport
nodes,

upon receiving the logical path control data, the logical
path control server selects a logical path of which a
given transport node is the first transport node which
sent the logical path control data from the preset logi-
cal paths between the plurality of transport nodes
based on the logical path database,

the logical path control server registers a logical path
identifier of the selected logical path and a network
address included in the logical path control data in
association with a routing information table of a trans-
port node, which is a source transport node of the
selected logical path,

the source transport node of the selected logical path
notifies the network address included in the logical
path control data and registered in the routing infor-
mation table to the second communication device
connected with the source transport node, and
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the logical path control server sends a response data
corresponding to the logical path control data, via the
first transport node which transferred the logical path
control data, to the first communication device which
sent the logical path control data. 5
15. The logical path control server according to claim 14,
wherein the routing information table stores information
about the logical paths between the plurality of transport
nodes and logical path information of the communica-
tion network received from the logical path control 10
server, and
the logical path control server registers the logical path
information of the communication network included in
the logical path control data in association in a routing
information table of a transport node which is a source 15
transport node of the selected logical path.
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